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Von Neumann machine (Zuse)

Control Unit

‘ (\\ :
Logic Unit N\
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SYSTEM BUS, connection (Harvard architecture separation between data memory and program memory)
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Memory hierarchy

The memory hierarchy in current processors is composed of several levels, each one characterized
by data access speeds inversely proportional to their size: the Iarger these areas, the longer it takes

to retrieve the data contained within them. \ Rve
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Cache

Temporal Locality
"If you used it recently, you'll likely use it again soon."

Impact: The cache keeps recently accessed data (variables,
instructions) ready for quick reuse.

Example: A counter variable inside a for loop. f

) \\,//

Spatial Locality

"If you used this address, you'll likely use its neighbors."

Impact: When fetching data, the cache pulls in the entire
"block” or "line" of surrounding memory.
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Central Memory - RAM
There are several RAM technologies, the most

st della memaria RAV commonly used one nowadays is DRAM (Dynamic
v | RAM)
In practice, each bit is stored in a capacitor ( bit 1
or 0 depends on the charge of the capacitor ).
Each capacitor must be periodically recharged,
otherwise there would be a loss of charge and
, therefore of information. There are then several
'll\\“\ / technologically giﬁerent variants of DRAM.

SRAM (Static RAM) is a memory technology that doesn't réquire continuous refresh, but can retain information
for very long periods of time. It offers low power consumption and short access times, but is expensive
to build. It's generally used for cache memory.
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Mass Storage — Secondary Storage

Unlike main memory, it is not directly accessible from the CPU, hut
the CPU communicates with a controller (I/0 bus)

Data is transferred from secondary memory to an area in mam memory and
read from there directly by the GPU. ey <

Physically these devices are connected to the motherboard with a
high-speed cable or via cables connected to external interfaces.

They can be made with magnetic, optical or
solid-state technology
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Mass Storage — The Early Days

o Punched cards are the first secondary memory in the history of computers.
Data is stored on cardboard cards and recorded by punchmg holes and then

read by the computer. N AT A

e Punched tapes similar to punched cards in type ‘"




Mass storage — Magnetic tape

e In this case the data is stored on a tape in magnetic form. These were
historically used in mainframes (large computers capable of performing very
fast processing and storing large amounts of data) in the 703 and 80s, but

are also used today for data backup.. . * o
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USB

GENERATION

USB 2.0
High Speed

USB 3.0
SuperSpeed

USB 3.1/ Type-

C
SuperSpeed+ / PD

= Backwards Compatibility: USB 3.0 ports (Blue) can accept USB 2.0 devices, but

PORT COLOR

Black /
White

@ Blue

©® Teal / Any

speeds will drop to 480 Mbps.

MAX
SPEED

480 Mbps

5 Gbps

10 Gbps+

MAX POWER

2.5 W (500mA)

4.5 W (900mA)

100 W (Power

Delivery)

Types of USB Connectors As Per USB Standards

E—

uUss 2.0/1.0
Type-A

uss2.0
Mini-A

.

uss 2.0
Micro-A

uss 2.0
Type-8

—

Micro-8B

USB 3.0 Type-A

(samenswensed)

USB 3.0 Type-C

USB 3.0 Micro-B
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Unit of measurement of information

BIT = is the unit of measurement of information (from the English "binary
digit’), defined as the minimum quantity of information needed to
distinguish between two equally likely events . (Wikipedia)

BYTE = 8 BITS (historically, characters were represented by 8 BITS, which is
why 1 Byte remains the mmlmum addressahle memory unit to this
day )

“KiloByte” better “kibibyte” KiB = 2 0 Byte = 1024 Byte

“MegaByte” better “mebibyte” MiB = 1024 * 1024 Byte

“GigaByte” better “gibibyte” GiB = 1024 * 1024 * 1024 Byte

“TeraByte” better “tebibyte” TiB = 1024 * 1024 * 1024 * 1024 Byte
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MIPS

MIPS is an abbreviation for Mega Instructions Per Second , and indicates
the number of general-purpose instructions a CPU executes in one second. It's
a more general-purpose unit of measurement used to measure the

performance of a computer than the FLOPS, which we'll see shprtly.

o

MIPS = (C;Ii\)\ck/ Frequency) / (10 6 (fPI)

This type of measurement does not take into account, for example,
optimizations due to the H_resence of the cache and the percentages of the
different instructions within real programs, and not only.
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Prefix Scale Notation Typical Device

GigaFLOPS Billion 10" [ Standard Laptop
TeraFLOPS Trillion 10 @ PS5/ Gaming PC
PetaFLOPS Quadrillion 10" = Supercomputers (2010s)
ExaFLOPS Quintillion 10% @ Frontier (Current)
ZettaFLOPS Sextillion 10 # Future Al Clusters



Finite State Machine

The Rigid Specialist

An FSM is a computation model that can be
in exactly one of a finite number of states at
any given time.

Logic: Transitions between states are
triggered by specific inputs (Conditions).
Storage: Does not store a "program” in
memory. The logic is usually hardwired or
fixed in the circuit structure.

Example: A vending machine. It waits for
coins (Input), transitions to "Credit”
(State), and dispenses a soda (Action).
It cannot "learn” to play chess.

Iinitiial O




Von Neumann Machine

Central Processing Unit

The Flexible Generalist |
e The Von Neumann architecture describes a

computer where program instructions and =
data are held in the same memory storage. _

e Stored Program: The machine can change its*
behavior by loading a different software :
program into memory. -~/ 7

e Cycle: It uses a Central Processing Un|t
(ECPU) to endlessly Fetch, Decode, and
xecute instructions. ;

o Flexibility: The same hardware can
calculate taxes, play video games, or
browse the weh.

Arithmetic/Logic Unit




RFID

o }iflnmllllgélio-frequency identification cost a few cents and can reach a
ew |
o Most standard RFID tags are Finite State Machines (FSM), not Von
Neumann machines. However, advanced "Smart” RFID tags (like those in
passports or credit cards) can be considered full computers that follow
the Yon Neumann (or Harvard) architecture. - = _
o They use electromagnetic fields to automatically identify and track objects
using an 1D or other information.
o Passive if they use energy emitted by the RFID reader. Also
battery-powered. - )
e Active with battery they periodically send a signal




Embedded systems and SmartPhone Tablets

e Embedded systems that are very popular today are calculators designed
for watches, cars, household appliances, medical devices, and audio/video
players (Android Box). These calculators cost a few dozen euros and offer
performance in the order of a few hundred MIPS ( often equlpped with
a Linux 08 ).

e Smartphones and Tablets, on the other hand are systems with
significantly higher computing power. Modern hlgh -end smartphones
(like iPhone 15 Pro or Galaxy $24) have neural engines and GPUs
that perform in the Teraflops range, not just GFLOPS



Game Consoles, PCs and Workstations

. Game consoles are systems with overall performances that can reach around 10
to 12 TFLOPS (10,000 to 12,000 GFLOPS).also considering the GPUs

. PCs considering Desktops and Laptops cover a wide range of possibilities
starting from a few hundred euros up to a few thousand with performances that
therefore go from Hundreds to 80,000 GFLOPS consmermg the GPU

. There are Servers and Workstations that are designed for ngh Performance
Computing and centralization of service. For €20,000 today, you can expect
100+ TFLOPS for graphics/Al (Workstation), hut perhaps only 10-20
TFLOPS for high-precision scientific simulation (Server).



HPC

e Inorder to increase the performance of the computing resource in general it
is necessary to couple together numerous computers interconnected with
high-performance networks (parallel computmg) |

e For example, workstation clusters . |

e Supercomputers As of 2024, the top supercomputers (Ilke Frontier)
have broken the Exaflop barrier (1000 PFLOPS)

e (Obviously, production costs and maintenance costs increase in the same way
(even just in terms of absorbed power).
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CISC vs RISC

The speed of execution of a single instruction is one of the determining factors of the
CPU's performance. Two different perspectives:
. CISC (Complex Instruction Set) in this case the basic idea is that the basic
instruction set of a CPU must be as rich as possible, even if each single
instruction actually requires more clock cycles te be executed

. RISC (Reduced Instruction Set) in this case each mstruetlon is executed in
a single clock cycle . Obviously, more RISC instructions will be needed to execute
the same single instruction as a CISC.

. CISC architecture was the predominant one on the market in the 1970s and 1980s.
Today there is a trend in favor of the RISC type CPU.



Improve Performance

Increasing the performance of a CPU is always a compromise hetween costs and
consumption, for example some basic strategies can be adopted:

Reduce the number of cycles required to execute a smgle instruction (trivial
example of multiplication)

Increase the frequency (eloek) with obvious physmal limits ( for example the
speed of light )

Parallelism, for example, performing multiple operations in parallel (at
the same time)

o At the instruction level, multiple instructions are executed in parallel by

the same CPU, for example using pipelines or superscalar processors.
o Gore-level parallelism, meaning more cores per GPU



Improve Performance — Increase CGlock Frequency

Until 2000, the increase in CPU performance largely coincided with the increase
in clock frequency. We have reached abhout 4 GHz. We have reached the
physical limits (1 GHz and therefore in one ns the distance that an
electrical impulse can travel, imagining it travels at the speed of light
in a vacuum, is apprommately 33 cm ). |

e High frequencies create noise and increase the heat to be dissipated
e Delays in signal propagation,
e Bus skew signals traveling on different lines travel at different speeds



Improve Performance — Increase Glock Frequency and

Miniaturization

The Speed of I.iﬁht Limit (Signal Delay): This is the most fundamental reason. Electricity
travels very fast, but it is not instantaneous. Inside copr_er or gold wires, signals travel at
roughly 15 to 20 centimeters per nanosecond (slower than light in a vacuum).

e The Scenario: Imalgine a CPU running at 4 GHz. , ,
o The Timing: It has a cycle time of 0.25 nanoseconds. =«
o The Distance: In 0.25 nanoseconds, a signal can physically travel only about 4 to 5

centimeters. i (7Y LT

o IfaCPU were large (e.g., the size of a dinner plate), the clock cycle would end before
the electrical signal could even travel from one side of the chip to the other. The data
wouldn't arrive in time for the next calculation.

To increase frequency (reduce the time), you must reduce the distance. You have to pack the
components closer together so the signal arrives instantly.



Improve Performance — Increase CGlock Frequency and
Miniaturization

The "Bucket’ Problem transistor acts like a tiny capacitor—think of it as a
bucket of water. |

T(II S\tNitCh a transistor from "0" to "1" (Off to On), you have to fill that bucket with
electrons. . V"

To switch back to "0", you have to empty it. K. | i

The problem: Large Transistors = Large Buckets. It takes longer to fill them up. If
you try to switch them too fast (high frequency), they never get fully full or fully
empty, and the data becomes corrupted. :

Small Transistors = Small Buckets. You can fill and empty a thimble much faster
than a bathtub.

Miniaturization makes the "gate capacitance” smaller, allowing the transistor to switch
states billions of times per second without lagging.



Improve Performance — Increase CGlock Frequency and
Miniaturization

Power and Heat (Power Density)
The formula for the power consumed by a CPU is roughly:
P=C*V2*f
(Power = Capacitance > Voltage squared Frequency)
If you increase the Frequency (f), the Power (P) shoots up, generatlng masswe heat.
To stop the CPU from melting, you must Iower the other variables.

e Miniaturization reduces Capacitance (C{’ |
e Miniaturization allows you to lower the Voltage (V).

By making things smaller, you require less energy to move the electrons, which compensates
for the heat generated hy the increased speed.



Improving Performance — Pipeline

Each single instruction is divided into multiple stages (or phases) and
each phase is handled by a dedicated piece of GPU (hardware):

S1 S2 S3 S4 S5

Instruction Instruction Operand Instruction Write
fetch decode fetch execution back 3
unit unit unit unit unit & \

. Cleafly, the operations must be independent .
< | In this case, after an initial time ( lateney ) to

a5 , load the pipeline, there will be n operations

- executed in parallel. Multiple pipelines can also be
s5: used, and therefore multiple instructions are read
at a time and executed.




Improving Performance — Superscalars

Different instructions process their operands simultaneously on different
hardware units, in practice there are several functional units of the same
type, for example there are several ALUs

Multiple Execution Units: Unlike a
scalar processor, which has a single
pipeline and can (at best) complete
one instruction per cycle, a
superscalar processor has multiple
execution units (e.g., two integer ALUs,
two Floating Point Units, and a
Load/Store unit).
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Improving Performance — Out-of-order and Speculative

Executions

CPU design is significantly simpler if all instructions are executed sequentially,
but as we've seen, we can't make this assumption upfront. There are
dependencies. For example, executing a given instruction requires that the result
of the previous instruction be known.

. Out-of-order execution : Modern CPUs can tempararily skip some
instructions to increase performance, putting them on hold to follow
other instructions that do not introduce dependencies.

. Speculative execution : running particularly heavy parts of the code before
being sure they are actually needed.



CPU - Final Thoughts

Modern CPUs: |
Multi-core : in practice, there are multiple independent processors in the
same chip, each with its own cache memory, for example,
interconnected with each other . This allows for increased "theoretical®
performance without i mcreasmg the frequency (even Hyper-threading ).

. GPUs (graphics processors) are mcreasmgly used today to accelerate
computing.
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CPU - Final Thoughts

Embedded systems, loT, and Mobile CPUs (including Raspberry Pi):

ARM refers to a prominent family of RISC (32-bit and 64-bit) processor architectures developed
by Arm Holdings (a British company). Uniquely, Arm does not manufacture chips directly;
instead, it designs the architecture and licenses it to other companies. These are then produced
as System -on-Chips (SoC) by manufacturers such as Apple Qualcomm, Samsung, NVIDIA,
STMicroelectronics, and Broadcom (used in Raspherry Pi). y

These RISC CPUs are designed to optimize the balance hetween hlgh performance and energy
efficiency. While originally dominant in mobile and embedded devices, the architecture has now
scaled up to power laptops and supercomputers.

o Gomparison: A modern efficient ARM core (e.g., a Cortex-A55 or similar found in
smartphones and loT devices) typically consumes hetween 100 mW to 500 mW under
normal load. In contrast, a high-performance desktop x86 CPU (like a modern Intel Core i9
or AMD Ryzen 9) can consume over 200 W at peak performance.



Why RISC Consumes Less Power Than CISC

The Decoding Penalty (The Main Culprit). This is the single biggest factor.

e (ISC (e.g., Intel x86): Instructions are like complex sentences. They have variable lengths
(some are i byte long, others are 15 bytes long) and can perform many tasks at once (e.g., “Go to
memoryl, get a number, add it to this register, and save it back’). . :

o The Cost: The CPU needs a massive, power-hungry circuit called a Decoder just to
figure out where one instruction ends and the next begins. It takes significant
eedctritial cIenergy to "translate” these complex instructions into signals the chip can
understand. LK & S\ |

° bR![S)C (e.g., ARM): Instructions are like simple commands. They have a fixed length (usually 32

its).

o The AdvqntaFe: The hardware knows exactly how big every instruction is. The decoder
is tiny, simple, and essentially "hardwired.” It uses very little power because it doesn't have to

perform complex analysis on the code stream.



Why RISC Consumes Less Power Than CISC

Today, the line is somewhat blurred.

e Modern GISC processors (like Intel Core i9) actually cheat: they use

a hardware translator to turn CISC instructions into RISC-like
"micro-operations” internally. However, that translatlon step itself
still burns power constantly.

e Modern RISC processors (like Apple M3 or Snapdragon) are
becoming more complex to get faster, but they still henefit from the
fundamental efficiency of their instruction set, which allows them
to run cooler and use less battery than their CISC counterparts.
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oore's Law

ELECTROMECHANICAL SOLID- VACUUM  TRANSISTOR
STATE TUBE

DEC Pl'”’d"’x

UNIVAC | @ ot avrien
. POP-10

coLossus
1BM
TABULATOR
HOLLERITH

IBM ssec  'BMT04

umxroa i
4 ®  wanona CALCULATOR

ELLIS 3000

INTEGRATED CIRCUIT

CORE i7 QUAD:

PEN‘I‘IUH‘,

@ Vcore20u0

© BCA Research 2013

SOURCE: RAY KURZWEIL, "THE SINGULARITY IS NEAR: WHEN HUMANS TRANSCEND BIOLOGY™, P67, THE VINUNG PRESS, 2006. DATAPOINTS BETWEEN 2000 AND
TS

2012 REPRESENT HCA ESTIMATE:

Moore's first law initially stated
that microcircuit complexity (e.g.,
transistors per chip) doubles every

‘18 months. Though accurate for
~ decades, the doubling period has

slowed (now 2.5-3 years). Current
performance gains prioritize
specialized architectures (like Al
accelerators), 3D stacking (chiplets),
and efficient design over solely
transistor scaling.



Moore's Law

Is it still true today? In the 2020s, Moore's Law is slowing down or, accordmg to some (like
Nvidia's CEQ), is "dead."

e Physical Limits: We are approaching the size of atoms. Transistors are now measured
in nanometers (e.g., 3nm, 2nm). At this scale, quantum tunnelmg and heat dissipation
become massive problems.”

e Economic Limits (Moore's Second Law): While we can st|II pack more transistors, the
cost to huild the factories (fabs) to do so is doubling. A modern fab costs over $20
hillion, making it harder to keep the "cheaper and faster” promise of the original law.
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http://www.top500.org/

GLOBAL TOP 10 SUPERCOMPUTERS

Ranking based on HPL Performance (Rmax) Source: Top500.org (Novemnbe
# SYSTEM CORES RMAX (PFLOP/S) POWER (KW)
@ ElCopiton mewEy oo 11.3M 1,809.00 29, 685
Frontier (USa (ORNL) 9.1M 1,353.00 24,607

3 Aurora USA (ANL) 9.3M 1,012.00 38, 698
4 JUPITER Booster [NEW) Cormany (EuroHPC) 4.8M 1,000.00 15,794
5 Eagle USa (Microsoft Azure) 2.1M 561.20 N/A

6 HPCO W) /1oy (i Sp i) 3.1M 477.90 8,461
7 Fugaku Japan (RIKEN) 7.6M 442.01 29,899
8 Alps Switzerland (CSCS) 2.1M 434.90 7,124
9 LUMI Finiand (EuroHPC, 2.8M 379.70 7,107
10 Leonardo /raly (EuroHPC) 1.8M 241.20 7,494




Performance

Performance Development

2030
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PERFORMANCE REALITY: PEAK VS.
SUSTAINED

Rpeak (Theoretical Peak)

The absolute hardware kit calculated by the sum of Case Study: Frontier Supercomputer
processors running at maximum frequency without dekays. Rpeak (T — -

"The Speedometer Max (300 km/h)* 100 Pkt
Rmax (Sustained/Linpack) Rmox (Realized) 1206 PFlops

The actual performance achieved running a real-world
benchmark (HPL). This accounts for memory latency,
interconnect overhead. and thermal limits.

“The Actual Highwoy Speed (180 km/h)* 4 F-J

A The Efficiency Gap: We typicaly lose 20-40% of theoretical
power to heat, latency. and system overhead

HINE-LEARI
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Top500 list historical chart

Where does the "Petaflop” estimate come from?

The estimate of 10" to 10" operations per second (1-50 Petaflops) was

popularized by futurists like Hans Moravec and Ray Kurzwell n the late 1990s
and early 2000s. /.

»

e They estimated the braih has roughly 10" synapses (connections). If each
synapse processes roughly 10 signals per second, you get 10" operations (1
Petaflop).

e If the brain works simply (like a binary switch), "a few dozen petaflops” is
correct.



Top500 list historical chart

The Modern View: The "Exaflop” Estimate

Recent research suggests the brain is much more complex. A synapse isn't just
a simple on/off switch; it is a complex molecular maehme that processes
information non-linearly.

e If you need to simulate the chemical mteraetlens W|th|n the synapses and
dendrites to replicate the brain's function, the computational requirement
jumps to 1 Exaflop (10) or even 1 Zettaflop (10%).

e By this standard, the "few dozen petaflops” estimate is too low by a factor
of 100 to 1,000.



Feature
Speed (Est.)
Parallelism
Clock Speed
Power Usage

Cooling

Human Brain

~1 Exaflop (Variable)

Massive (Billions of threads)
Slow (~200 Hz / 0.0002 GHz)
~20 Watts (A dim lightbulb)

Blood flow

¢ ‘A A

El Capitan (Nov 2025 #1 Supercomputer)
1.8 Exaflops (Sustained)

High (Millions of cores)

Fast (1.8 GHz - 3.0 GHz)

~30,000,000 Watts (A small city)

Massive liquid cooling plant
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Field Programmable Gate Array is an integrated circuit whose functions
are programmable via software. FPGAs (Field Programmable Gate Array%) are
semiconductor devices based on an array of configurable logic blocks (CLBs)
connected via programmable interconnects. | iy o)
FPGAs can be reprogrammed based on the_desired apJJ_Ilc_atlop or
functionality requirements after manufacturing. This feature distinguishes
FPGAs from application-specific integrated circuits (ASICs), which are
custom-built for specific design tasks. While one-time programmable (OTP)
FPGAs are available, the dominant types are SRAM-based, which can be
reprogrammed as the design evolves. 1
IC (Application Specific Integrated Circuit)
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Performance

e Latency or delay is the time taken by a message to go from one point to
another ( unit of measurement is time, for example ms = millisecond
=(1/1000) s ).

o Transmission times are due to the simple speed of propagation of
the signal in the transmlssmn medlum and therefore to the
distance

o Times required to process, for example, the header of
transmitted packets

e Round Trip Time (RTT) is the time it takes for a message to go from point
A to point B and back again from B to A ( ping and traceroute ).



o

traceroute to Ww . google.com (216 58.209.36), 30 hops max, 60 byte packets

1 ) telecomitalia.it (192.168.1.1) 0.338 ms 0.203 ms 0.262 ms

2***

3 T1T72.18.25.0 (172.18.25.07% 3.892 ms 4.317 ms 172.18.25.4 (172.18.25.4) 3.04b6 ms

4 172:18.25.212 (172.1B.25:212) 3:731 w5 172.18.25,220 (172.1B.25:220) 3.957 ms 172.18.25.212 (172.1
.25.212) 4.022 ms

5 172.19.184.18 (172.19.184.18) 6.530 ms 172.19.184.22 (172.19.184.22) [7.524 ms 172.19.184.18 (172.1
.184.18) 7.087 ms

6 172.19.177.72 (172.19.177:72) 10,343 'ms 172:19.177.:46 (172:.19.177.46) 8,037 ms 172:19.177.72 (172,
9.177.72) 9.729 §is

T 172:19.177:8 (172.19:17/7.8) 19.077 ms 18.159'ms 1/72.19:177:.2 (172:.19.177:2) 16.852 ms

& T195.22.205.116 (195.22.205.116) 18.488 ms 195.22.192.144 (195.22.192.144) 20.639 ms 195.22.205.98
195.22.205.98) 20.207 ms

9 72.14.204.72 (72.14.204.72) 22.495 ms 72.14.243.190 (72.14.243.190) 18.924 ms 72.14.219.236 (72.14
219.236) 18.668 ms

10 * 66.249.95.89 (66.249.95.89) 17.472 ms *

11 142.250.211.20 (142.250.211.20) 16.206 ms 142.251.235.174 (142.251.235.174) 14.762 ms 142.251 .235.
7Z (142.251.235.172) 16.842 ms

12 108.170.232.169 (108.170.232.169) 18.552 ms mil07s12-in-f4.1e100.net (216.58.209.36) 18.694 ms 192
178 104 214 (19;f178'104'214) 20.536 ms

o BN g Y.L



PING 216.

64 bytes
64 bytes
64 bytes
64 bytes
64 bytes
i

58.204.228 (216.
216.58.204.
216.58.204
216.58.204

el
el
from
el
from

216.58.204.
216.58.204.

o

58.204.228) 56(84) bytes of data.

228: 1cmp seq=1 ttl=114 time=16.6
.228: icmp_seqg=2 ttl=114 time=16.8
.228: icmp_seqg=3 ttl=114 time=16.9
228: icmp_seqg=4 ttl=114 time=16.8
228: icmp_seq=5 ttl=114 time=16.9

--- 216.58.204.228 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss,
rtt m1n/avg/max/mdev
~3 plhg 192.168.1.1

168.1.1) 56(84) bytes of data.

- e -y, e

PING 192
64 bytes
64 bytes
64 bytes
64 bytes
64 bytes

el
from
el
from
el

:108:1:1 (192;
192.168.
192.168.;
192. 168.
192.168.
192.168.

1

— — — —

e & e e
— e e

o

1cmp seg=1 ttl=64 time=0.
: icmp_seq=2 ttl=64 time=0.

: icmp_seq=3 ttl=64 time=0.
: 1cmp_seq=4 ttl=64 time=0.
: icmp_seq=5 ttl=64 time=0.

368
386
302
359
356

ms
ms
ms
ms
ms

ms
ms
ms
ms
ms

time 11ms
16.630/16.792/16.860/0.085 ms

IELEAR



PHITER QNIF

Speedtest by Ookla

Server:
ISP:
Latency:

Download:

Upload:
Packet Loss:

TIM SpA - Pescara (1d = 36728)
TIM
2.85 ms (0.12 ms jitter)

940.69 Mbps (data used: 682.2 MB)

313.48 Mbps (data used: 141.4 MB)
0.0%




e "
root@raspberrypi:~# iperf -s G

Server listening on TCP port 5001 ’
TCP window size: 85.3 KByte (default)

[ 4] local 192.168.10.22 port 5001 connected with 192.168.10.218 port 46518

[ ID] Interval Transfer Bandwidth
|ﬂ 4] 0.0-10.1 sec 113 MBytes 94.2 Mbits/sec %

l‘ root@buchner: ~
root@buchner:~# iperf -c rpi.ego.eco

Client connecting to rpi.ego.eco, TCP port 5001

TCP window size: 85.0 KByte (default)

[ 3] local 192.168.10.218 port 40518 connected with 192.168.10.22 port 5001
[ ID] Interval Transfer Bandwidth

[ 3] 0.0-10.0 sec 113 MBytes 94.6 Mbits/sec

root@buchner:~# [

QR2Zo o
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Unit of measurement

o Data transmission speed = amount of information / transfer time

e In general, this speed is expressed in bits per second, i.e., bit/s Sor bps ,
alsod called bit rate ). The byte per second , byte/s (or Bps ), is also
used . »

o Then we use the standard prefixes k (=kilo 10 3), M (=mega 10 ), G
(=giga 10 ®) , therefore not the approximations based on powers of two that
are used in computer science. RN

o ConvertinﬁI from bps to Bps is simple, just divide by 8. For example,
ADSL 10 Mbps = 10 Mbps/8 = 1250 KBps

o 10 MiB file with a 5 Mbps line , it will take approximately (10 * 1024 *
1024 *8) / 510 5= 16.8 s (ignoring latency ).
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Computer Networks

A set of connected
autonomous computers, the
network is seen as
providing logical _
channels through Which .~
various applications can
communicate with each
other.
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Switch

A network switch (also called a switching hub or bridging hub) is a network
device that connects computer devices together using packet switching to
receive, process , and forward data to the destination device.

Printer Network Switch
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Internet B
<
We can describe the internet first of all W

Regional ISP

from the point of view of the basic Local 15 k:‘ \:
components .

The Internet interconnects millions of a
devices around the world, including

traditional desktop PCs, mobile devices, X :
and servers (which store and transmit

data, such as HTML pages, emails, etc.). Company Network ll

These devices are called hosts or end
systems . E U Ul s o 1

Server Rout Base Salelite
- Nobd (e outer  Modem Stion LBk




Internet

e The various hosts are interconnected via communication channels. These
channels can be of very different nature, such as coaxial cables, copper
TIES oi)tlcal fibers, or radio links. ;

o Generally, hosts are not directly interconnected, but there are
"switching" devices called routers . Routers are used to route data
traffic , and therefore take information arriving from one channel and send
it to another channel. % N

e The Internet is a set of interconnected networks. The various hosts, as
well as other infrastructure devices, communicate with each other
using common protocols (the two main protocols are IP Internet Protocol

and TGP Transmission Control Protocol).



Internet

. The Internet today interconnects thousands of subnets

subnet 1

subnet 4

router 1
subnet 3

Host : computer connected to the

‘Internet, it can be either a client or a
~server at the application level
Y O\ B «71;\. «\ // ;

\ /

" Router : node used to route traffic (a

Layer 3 ngtwork gateway device )
Subnet : A set of hosts between which
there is a layer 2 connection (for example,
a LAN)

To date, order of hillions of Hosts



Internet: A Brief History

. In 1969, the design of the ARPANET military network hegan . Among
other thmgs this network was designed to withstand nuclear attacks. In fact,
it was capable of connecting interconnected devices, followmg different paths
in the event of a failure.

. 1972 saw the hirth of electronic mail (e- mall) flle transfer via FTP,
and remote login. 8/

. 1974 The IP and TGP protocols were officially mtroduced

. 1979, the birth date of the CSNet network that interconnects universities
and research centers in the United States



Internet: A Brief History

. 1982 ARPANET and GSNet are connected, this is considered the official
birth date of the Internet in some ways

. 1990: NSFNet, a network connecting supercomputers, replaces the
Arpanet. This paves the way for civilian and commermal uses of the Internet.

. 1990 Same year Tim Bernes-Lee who then worked at CERN in Geneva
invented HTML (Hyper Text Markup Language) which allows the
management of information of different nature, text, images etc. This is the
first step towards the WWW (World Wide Web)
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Communication protocol

. A set of rules (formally described) that define the methods of communication
between two or more entities.




Network Model: Client-Server

. Most of the telematic services offered by the Internet are based on the
client/server interaction mode (different from P2P) .

. The client is equipped with special client software capable of‘sending service
requests to a specific server. The client formats the requests in a way that is
appropriate and understandable to the server, using a speclflc protocol (e.g., a web

browser or server).

Ry’ |:‘,} -_] SERVER

U

risposta
(/—I B cLent —— e [ A server
&¥5 UTENTE




Network model: P2P Peer-to-Peer

. In this case there is no distinction between client and server, each node can
instead act as either client or server depending on whether the single node is

requesting or providing data.

. To become part of the P2P network after joining the hode mu§t start providing
services and will be able to request services from otller nodes (e.g. BitTorrent)
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TCP/IP: Basic Operation

Computer

And finally a receipt (ACK)



TCP/IP Architecture

Suite di protocolli TCP/IP

Application
HTTP FTP SMTP DNS IMAP SNMP

Internet

Network Interface Ethernet Tolken Frame ATM
Ring Relay




TCP/IP: Basic Operation

The idea of layering . For example, the HTTP protocol is built on top of TCP . A
browser doesn't have to worry about how TCP is implemented, it just needs to know
that it works.

The data that the transport layer receives from the applleatlon layer is
fragmented into packets. The data packets are reassembled at their destination (
each packet can follow different paths ). A

TCP adds additional information to each paeket such as the sequence
number of which the packet is part.

The packet is then passed to the network layer where IP routes the packets to
the destination host in the most appropriate way.



TGP/IP

Application Application

|




TGP/IP

Application

Application Layer

Iransport Layer
Internet Layer

Net Access Layer

Application

Application Layer
Iransport Layer
Internet Layer

Net Access Layer




The TGP/IP STAGK: Application Layer
PUTEReSCIE -

FFENN =7 7. ks
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TGP/IP

Application Application

Application Laver Application Laver

Transport Layer Transport Layer

| PP SRR N | PR SRR S P

UL LA e A HiteI I LAyl

Net Access Layer Net Access Layer







The TCP/IP STACK: Transport Layer




TGP/IP

Application Application
Application Layer Application Layer

Transport Laver Transport Laver

Internet Layer Internet Layer

INeL NMvvw.oo Lu,ﬁl INeL NMvvwoo I-u,cl
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TGP/IP

Application Application

Application Layer Application Layer
Transport Layer Transport Layer

Internet Laver Internet Laver

Net Access Layer Net Access Layer

A
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TGP/IP

Application Application

|




The TCP/IP STACK

. When an application needs to send data, it is passed down the layer, one at a time,
until it reaches the underlying physical network. Along the way, each layer adds
information to the data, creating a "network frame" (encagsulat/ion):// 1

RS / 5 7\
g \
) Wi

g \\ \ ,'/

Dati Applicazione APPLICAZIONE
S
Area Dati TCP TRASPORTO
TCP (TCP)

Area Dati IP |NTERNE(':':)IORKING

ACCESSO

AN
\\
\

: ALLA RETE
Area Dati Frame
Frame

FISICO



TCP/IP: headers

IP Header

Source Port Destination Port

Sequence Number

Acknowledgmem Number

Data

Checksum
TCP Options
TCP Data

Urgem Pomter

Padding

The TCP Header (The Logistics):
This is the inner layer. It
manages the specific
conversation between
applications. It uses Port
Numbers to ensure the data goes
to the correct program (like
Chrome vs. Spotify) and
Sequence Numbers to put the
packets back in the correct
order if they arrive scrambled.



TCP/IP: headers

The IP Header (The

Address): This is the outer

layer. It handles the routing

across the network. It

. 'contains the Source and

Source Por ~ Destination [P Addresses to
Ackf,‘j,‘i,“.i';;;:‘,?."‘,f.f;.,e, ensure the packet finds the

correct physical machine in

Data

e L the vastness of the internet.
TCP Options

TCP Data

IP Header
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ADDRESSING: IPV4 VS. IPVé6

®© IPv4 (Legacy) \ =
« Structure: 32-bit address (4 bytes) *
« Notation: Dotted decimal (e.g. 192.16811)

+ Capacity: 2* oddresses (~4.3 Billion)

¢ Limit: Exhousred (Allocations depleted in 2011)

.

& IPvé (Future Standard) \
* Structure: 128-bit address (16 bytes). o \Z
« Notation: Hexadecimal (e g. 20010db8-) *
+ Capacity: 2% addresses
« Scale: 34 x10™ (Undecilion) x

. )

-
Why the shift?

4 The explosion of IbT (internet of Things) devices requires a
virtuddly infinite oddress spoce that IPvd cannet provide.



IP Addresses: Gateway

. The default gateway is used to route packets to other destinations

. DHCP is almost always used to automatlcally prowde the client with the
default gateway IP address. ()




IP addresses: firewall

. The firewall is a network security system that controls all incoming and
outgoing traffic according to well-defined rules. =~ .




IP Addresses: DMZ

. A DMZ (demilitarized zone) is a physical or logical subnetwork that contains
and exposes an external organization's services to an unprotected network,
usually a larger network such as the Internet. -

. 48000 (Controller)
. 48002 (Hub)

. 50000 (Tunnel data)
. 80 (http)

Secure zone
5@»‘ ‘

S



7
o/
° AN /)
() h/p\\‘//
.redo@eeegw:~$ host www.storchi.org
www.storchi.org has address 82.221.102.244
redofeeegw:~5 host gw-thch.unich.it
gw-thch.unich.it has address 192.167.12.66
redoleeegw:~$ host 192.167.12.66
66.12.167.192 . in-addr.arpa domain name pointer gw-thch.unich.it.
redolfeeegw:~5 ||
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DNS

. Before the introduction of the DNS system, the correspondence between |P
addresses and names was managed by the SRI- NIG whlch essentially
maintained a list in a hosts.txt file.

. In practice, DNS is a distributed database . The informat\ion is distributed
across many computers, DNS servers, each of which is responsible for a
certain portion of the name, called the domain .




DNS

. Servers are organized in a hierarchical tree structure

. When requesting a given address, for example www.storchi.org , the DNS
server of “your network” checks whether the address correspondmg to the
name is present in the cache

. If it is not present, contact the Root servers, whlch provide the
address for the TLD servers (like .org or .it).

. This last server will return the IP address corresponding to
“WWW” (Domain Name System (DNS) names are “case
insensitive")


http://www.storchi.org/

DHCP

. For example the ADSL router you have at home

Client Non-DHCP

Indirizzo IP 1

Indirizzo IP 2 Indirizzo IP 1

Indirizzo 1P 2

Indirizzo IP 3

Client DHCP Iﬂdirizzu IP n

Server DHCP ‘ Database DHCP




High-level protocols

. Different types of protocols are used, each for a specific service:

- HTTP (Hy vverText Transfer Protocol) Access to hypertext pages (WEB)
within the WWW (encrypted https)

— FTP (File Transfer Protocol) transfer and copy flles

- SMTP (Simple Mail Transfer Protocol) Sending emall\ messa es POP3
for downloading email messages to your computer IMAP is useful when
checking messages from multlple devices

A resource on the network is therefore “identified” by the URL:
http://hostname.it/index.html



SMTP example

SMTP Protocol Exchange

250 SMTPUTF8

EHLO example.com

250-mx.google.com at your service, [999.999.999.999] el g B}

230naTZE do S80Iz | | dvedmnad e mers s
250-8BITMIME ) - -
250-AUTH LOGIN PLAIN XOAUTH XOAUTH2 PLAIN-CLIENTTOKEN

250-ENHANCEDSTATUSCODES —iiniii~n ——A—-—m——
250-PIRELINING Specify Initial Client Response which is created from -
239-CHUNCING K . | PO ST sarnr
250 SMTPUTF8 | username and access token i
S ow— e b,
AUTH XOAUTH2 dXN1cjihbWFnYWEpLnRv L

235 2.7.9 Accepted

TR
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Operating System

. Itis low-level software that helps
the user and high-level applications
interact with the hardware and the data
that the programs store on the computer.

. An 0S performs basic operations,
such as recognizing input from the
keyboard, sending output to the display,
keeping track of directories and files on
disk, and controlling peripherals such as
printers.




Operating System

. Running programs : 0Ss provide an environment where the user can run
application programs without having to worry about memory allocation or CPU
O H | GLTHT

. 1/0 Operations : Every application requires some input and 'produces some output.
The 0S hides the details needed to handle these types ef operations from the
underlying hardware. 1 ?

. Gommunication : There are situations where two applieatiens need to
communicate with each other, whether they are on the same computer
(different processes) or on different computers . The 0S is responsible for
managing this type of inter-process communication.



MACHINE-LEAR

Applications




Layered view of hardware and software components, e.g. provides the
programmer with an easy-to-use APl , hides hardware details

- = | o €
{ A\ //'/ \ "/ ‘a\ 2
/ ) i
Utente /é/ L

Y Programmatore ’
‘ d1 sistema

Sistemista ‘

applicativi

Progettista |
lerene Tool di s1stema di8.0. Y
Programmi
di sistema
Sistema operativo

Computer hardware

Programmi
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Operating System: History

. Bahbage (1792-1811) Tries to build an analytical and programmable mechanical
machine without an operating system

= Ehe fl)rst female programmer in history, Lady Ada I.ovelace (daughter of
yron

. Valve machines (1944-1955), are demgned hullt and programmed by a single
group of people

- Programmed in machme Ianguage used for numerlcal calculation only

- There is no 08, there is no distinction between designer, programmer and user

- The single user writes the program , loads it, loads the data, waits for the
output and then moves on to execute the next program.

- No one imagines that computers will ever go beyond research
laboratories.



Operating System: History
. Transistors (1955-1965) can build more reliable and cheaper machines

- They are starting to be used for tasks other than basic numerical calculation

- The person who builds the machine is different from the person who
programs it and therefore uses it (user = programmer) ‘

~ first "high level" languages such as Assembly and FORTRAN are
introduced and punched cards are used. ,,

- First examples of 0S, called Resident Momtors

. CGontrol over the machine is given to the monitor
. The check is passed to the job that is followed
. Once the job is finished, control returns to the monitor



Operating System: History

. To avoid downtime between the execution of one job and another, tapes for
storing jobs are introduced.
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Operating System: Multiprogramming
. Use the processor while other jobs are doing 1/0

. S0 there are multiple jobs in memory at the same time.

. The scheduler (0S component) manages the CPU usage , while one job does 1/0
the other uses the CPU, thus eliminating dead times (CPU |dle)

. So the 1/0 routines must be provided hy the 08 XK
. The operating system must take care of allocating memory for multiple jobs

. Likewise the OS must be able to allocate 1/0 resources hetween different
processes.



Operating System: Time-sharing
. ltis essentially the extension of the concept of multiprogramming.

. The CPU's execution time is divided into intervals ( quanta ). When a quantum
expires, the current job's execution is interrupted, even if it doesn't need to perform
1/0, and another process (job) is switched. Processes generally belong to different
USers. /, | L ,

. The context-switch is very faSt and transparent to the user who has the
impression that many programs are being executed in parallel.

. The presence of multiple users makes it necessary to include memory and file
system protection mechanisms.

. Ajob is loaded from disk to memory, and vice versa ( swapping )
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Operating Systems: History

S MULTICS
UNIX RSX-11M
| | AT-1

~CP/ICM5

75 o - CPM
DOSNDSE MVS/370 VMI370 e NN e e VMB1O
_—4.1BSD XENIX MS-DOS 1.0

_ __ DRDOS
-SUNOS™ 4 »aqp

VS MVSIXA % MACH WIN3.0 OS2

| :
ADU370 - | -OSFEL— 43BSD  VMS54 FWIN3.1
SYSTEM V.d— i el :
LINUx AXESA "SOLARIS 2

MVS/ES VM/ESA

44BSD I WINNT iy ox

VMS73 WIN2000 |
WIN XP
I
WIN Senver 2003

LINUX 2.6 SOLARIS 10
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Operating System: Main Memory Management

. Main memory is essentially an array of individually addressable bytes, which
can be shared between the CPU and 1/0 devices. |

. The 0S must be able to:

- For example, keep track of which memory areas are used and hy
whom (by which process)

- For example, decide which processes to allocate a glven memory
area to when it is free.

- Ultimately allocate to free up memory space
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Operating System: Filesystem Management

The filesystem : must manage the allocation of disk space, for example
maintaining an index of where the data relating to a given file is stored.
Maintaining the characterlstlcs of a file, such as access data permissions,
names, etc. " /
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Operating System: Command Interpreter

[redo@banquo
[redo@banquo
[redo@banquo
[redo@banquo
[redo@banquo

~]%$ cd Downloads/
Downloads]$ 1s

T

redo@banquo:~/Downloads

Downloads]$ mkdir test

Downloads]$ rmdir
Downloads]s$ []

test/

©® Recent
r Home

[ Documents

dd Music
[ Pictures

'@ Videos

1 Home

Downloads

»
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Operating System: Programmer's Perspective

. The System Call (system calls) for example:

UNIX
fork
waitpid
execve
exit
open
close
read
write
Iseek
stat

WIN32
CreateProcess
WaitForSingleObject
ExitProcess
CreateFile
CloseHandle
ReadFile

WriteFile
SetFilePointer
GetFileAttributesEx

UNIX
mkdir
rmdir
link
unlink
mount
umount
chdir
chmod
Kill
time

WIN32
CreateDirectory
RemoveDirectory

DeleteFile
SetCurrentDirectory

GetLocalTime
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Cloud computing

. Virtual Machine; turning one physical server into many virtual servers.
. ' ¥ X .

N
Virtual Machine o

I \ | | N j ’ o A Virtu;I M\d‘EhiﬁériV\M)‘giéasoftware

“emulation of a physical computer

* that runs its own completely isolated

Virtual Machine Resources. '- operating system and applications,
B & W |IE functioning exactly like a separate

~u%

iy ek Ry physical machine while sharing the

) \ / \\ y ,//\
W x— /

video cards

underlying hardware of a host server.
m I 0

SCSI mouse COOVD keyboard

controller ‘



Cloud computing

. Docker vs VM | While a Virtual Machine
(VM) emulates an entire
computer system with its
own heavy operating

* system kernel, a Docker
— * container packages only
the application and its
dependencies, sharing the
host system's kernel to
run much faster and more
efficiently.

CONTAINER VM

App A App B App C App B

Bins/Libs Bins/Libs Bins/Libs Bins/Libs

Infrastructure



Cloud computing

. Avirtual infrastructure

Cloud Computing

i Software
Servers 0\2332'9 Platform  Applications Storage/

Data

b4

Router

Cloud computing 1s the
on-demand delivery of
computing services—such as
servers, storage, databases,
and software—over the
Internet, allowing users to
access technology resources
as a pay-as-you-go utility
rather than owning and
maintaining physical data
centers.






Binary representation of numbers (short digression)

. In a positional numbering system, given the hase , this directly defines
the number of symbols (digits) used to write the number.

- For example in the decimal system we use 104Asymb0Is (0,1,2,3,4,5,6,1,8,9)

. Modern numbering systems are positional, so the number is written
specifying the order of the digits, and each digit takes on a value
depending on its position.

- For example 423=4*102+2*10'+3*10°

_|f you want 4 hundreds, 2 tens and 3 ones



Binary representation of numbers (short digression)

. In general, given a base b, | will have b symbols (digits) and therefore an integer N will
be written as: :

- ValueN=c¢ *b"+c . *b™+_ +¢c *b"
. Similarly ifIhaveanumberN=0.c1c2...cn
} /\
- Nvalue=c,*b'+c,*b*+..+c *b" X/

. Let us now consider the simplest case, that of the represent;tion&bf unsigned integers
(the Naturals).

. Iflusea numberin(F system with base b with n digits | will be able to represent a
maximum of b " different numbers , therefore all the numbers from 0 toab "- 1

. For example, in base 10 it is clear that usin%twq digits | can represent all the
numbers from 0 to 99, therefore 10 2= 100 distinct numbers.
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The binary base

. A byte (a morsel) modernly represents the sequence of 8 bits and has
historically become the basic element of addressability and therefore the
basic unit of measurement of information. |

. 8 bits means that with 1 byte | can represent 2 & = 256 different
values . So in the case of unsigned integers, the numbers from 0 to 255. If |
use a hit to indicate the sign, for example 0 is Tosmve and 1is
me 1z%t1|1v1(;, | can represent the integers from -128 to 127 (from 10000000 to

. Or with 8 bits | can represent 256 different characters.



ASCII

Extended ASCI 1618 K.
use 8-bit

Original ASCII
US-ASCII 7-bit

127 (DEL) o
128
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Information coding

If | use more bits to represent each pixel, | can instead obtam ranges of grays or

colors. And from there, sounds, videos...

he pixel represents the smallest autonomous element
of the image. Each pixel is therefore characterlsed by the 7
own posmon ' vz N /
N e | ,
The total number of pixels in a digital image is called its resolution . For
example, if | have a 10 x 10 grid, the image will be made up of 100 pixels.

dpi = number of doté per inch, for example in a typical monitor | will
have 72 pixels per inch

Depth: in the case of a grayscale image, 8 bits can be used for each pixel,
thus having 2 8 = 256 shades of gray available.
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Data types

. See the difference between strongly typed and non-strongly typed languages,
dynamic and static typing

. Programming languages have native data types, such as integers,
floating-points, booleans, and characters. Different types have different sizes
and therefore different ranges (exact algebra and non-exact algebra...)

label | size (bytes) smallest value largest value
byte 1 -128 127
short 2 -32768 32767

4 -2147483648 2147483647
long -9223372036854775808 | 9223372036854775807
char 65535
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Analog signal

Analog to Digital Gonversion

sampling - time
discretization
(Nyquist-Shannon sampling
theorem) ol
quantization - Al
discretization of the |
amplitude

coding - using binary “words”
to express the value of the
signal




Analog signal

Obviously, fidelity improves as the number of samples per unit of time (sampling
frequency) and the number of quantization levels increase.




Digital audio

. Since the human ear can hear frequencies in a certain ra ge (about 20, 20000 Hz)
the sampling theorem tells us that we should sample at 40 kHz.

: Ey{alcally a number of quantization levels much Iarger than 256 i s used often 16
its

. For example, in the case of a GD we have two channels (stereo) at épractlcal
e%%neermg requires slightly higher than 40 kHz) 44.1 kHz and 16 bit (2 6

- So the bit rate = 44100 samples/s * 16 bits * 2 channels = 1411200
hits/s = 176400 Bytes/s

- If we want 1 minute of music we need 60*176400 Byte/s = 10584000
Bytes which is about 10 MiB
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Cryptography basics

. In computers, information is stored as sequences of bits.

. Cryptographic techniques modify these sequences (strings) to
obtain different sequences that can then be transmitted and
transformed back by the recipient into the original sequence . The
mathematical functions used in the transformation use one or more secret

keys. Al } oKX
- Symmetric encryption: used since the Egyptians and the ancient
Romans |

- Asymmetric encryption : dates back to the 70s



Symmetric encryption

. The key used for encryption and decryption, and therefore hy the
sender and recipient, is unique . For example, in the Caesar cipher, each

character is replaced with another character offset by k places (the key is the
value of k).

Chiave {unica)

. Monoalphabetic cipher -~ I—- —1

- - —— '

File Crypto File Decrypto File
Tel crittato originale

—— |-
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Asymmetric encryption

The keys used for encryption and decryption are different . The private
key, which must be kept secret, is used to decrypt, and therefore to recover the
original message; the public key is used to encrypt.

Chia p vata

A=0 dAl

Me ggd odificato Me ggd odificato

[




Asymmetric encryption

. When the user generates the key pair, he must jealously guard the

krlvate (secretf_key . KS and instead distribute only the public one KP .

S for example in a smartcard and in that case the smartcard itself will
perform the encryption. | |

. If user Bob wants to write a private message to user Alice, Bob will use Alice's
public key KP and send the rpsultlnﬁ cryptogram . Only Alice, who has the
plrlvatf p?)rt of the key KS, will be able to retrieve the original message (in
clear text).

. Asymmetric encryption also used in authentication processes



Asymmetric encryption

Hello
Alice!

Bob

Encrypt

'

6EB6957

~O=w

Alice's
public key

private key




Asymmetric encryption: RSA

. The most well-known and used algorithm is RSA (names of the inventors
Rivest, Shamir, Adleman) |

. Also for authentication or to guarantee the integrity of a document (including
digital signature) . ¥

. Based on prime numbers, that is, those natﬁral numbers that are
divisible only by 1 or by themselves (2, 3, 5, ..., 19249 - 2 13018586 ;. 1)

. In practice, the security relies on the difficulty of finding the prime
factors of a large number (the modulus). KS and KP are
mathematically derived from these factors.

. Interest in prime numbers and factorization algorithms ( Shor's quantum
computer algorithm )
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OpenPGP

. RSA is an algorithm (actually, two algorithms: one for asymmetric encryption
and one for digital signatures—with several variations). PGP is software,
now a standard protocol, generally known as OpenPGP

. OpenPGP defines formats for data elements that support secure
messaging , with encryption and signatures, and varlous related operations
such as key distribution. ©

. Asaprotocol, OpenPGP relies on a wide range of cryptographic
algorithms. Among the algorithms OpenPGP can use is RSA .
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SSH Authentication Example

=

(=—=—=>

(1] o

Private Key Public Key Public Key
~/.ssh/id_rsa ~/.ssh/id_rsa.pub

1 - Client initiates SSH connection

Private Key

[ﬁ 2 - Server sends random message
B e ]

3 - Client encrypts message
with private key

4 - Client sends encrypted message

P

Public Key
5 - Server decrypts message
with public key

6 - If messages match, client is authenticated ’ 2?
.

@
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Digital Signature

. ltis affixed to digital documents in order to guarantee

- Authenticity : therefore guarantee of the origin of the message

— Integrity : The message has not been modified in any way '

- Non-repudiation : The source of the message eannet deny havmg slgned it.
. Only the sender can add that partleular signature . ~ <

. An m;e can verify who signed the message (digital doeument text, sound image,
video

. Basic ingredients of asymmetric encryption system and hash function
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SHAZS6: -

s WARAD. . (“

W ‘VL
omwae wm, e SR !

n e A

? i (208
redo@raspberrypi:~$ date > :
Fri Nov 3 12:42:50 CET 2017 ACHINE LEARN
redo@raspberrypi:~$ date | md5sum
628a589b0ecb099db2cf4d914235F97F -
redo@raspberrypi:~$ date | md5sum
4c0b372ca0fed4cd391dleb02deaae7b8 -
redo@raspberrypi:~$ [J *
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CA and Certificates

. How can | be sure that the signature used actually belongs to the signer? To
paraphrase, how can | be sure of the user-public key association?

. Digital certificates serve this purpose. They contain a variety of
information, such as the public key and user data.

. Just as paper certificates aIIow us to have mformatmn about the user

. CGA, Certification Authorlty guarantees the association between the
Public Key and the owner's identity /



CA and Certificates

. Digital certificates: It consists of (X.509):

— Owner’s public key

- His identity (name, surname, date of birth, etc.).

- Public key expiration date VS N
- Name of the CA that issued it LSV

Digital signature of the CA that issued the certlhcate

. If we trust the CA (Certlhcatlon Authority) we can verify its
signature and therefore the identity of the signatory.



CA and Certificates

. CA, Certification Authority , guarantees the association between the digital
S|gnature and the owner's identity

. The digital certificate is signed by an entity called a CA, which certifies its
authenticity. The signing process is performed by the CA by attaching its own
contatct kmformatlon to the certlﬁcate and encryptlng the entlre document with its
private key / VA

. If a given CA that signs a certlflcate is not locally trusted the system verifies that
CAs own certificate fssued by a higher-level CA). This ﬁrocess repeats up the chain
tlll11tl| |tt reaclﬁes a Root CA that is explicitly trusted by the system, thereby validating

e entire chain
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HTTPS

. Fundamental protocol for example in e-commerce and home banking
. When | connect to a site via https:

- The server declares its identity by sending its public »key certificate
guaranteed by a CA I

- My browser (client) verifies Hostname/ Don;ainymatches the
identity contained in the certificate .

- In modern HTTPS (TLS 1.3?, the client and server use a
mathematical method called Diffie-Hellman to generate the same
key independently. The key never travels across the network, so
even if t (; server's Private Key is stolen later, past conversations
remain safe.
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Deep Web, Tor

e Onion routing. The Tor network is made up of volunteers who use their own
computers as nodes:
e | can reach “hidden” services , but also normal servers V|a eX|t nodes

Iiiiil [::::} [::::}
Router \

D

Nodes



Deep Web, Tor

Normal Servers via Exit Nodes: If you use Tor to browse the
"Clear Web" your traffic leaves the Tor network through an
Exit Node.

1. The Tor client constructs a random circuit through a
series of volunteer nodes to connect to the
destination server. Path Selection: Your client
randomly selects three nodes from this list to form a

"Circuit": il
a. Entry Node (Guard): The first hop. It sees your |P
address.

b. Middle Node: The second hop. It acts as a buffer
¢. Exit Node: The final hop. It will connect to the
destination server for you.

Iiiiil [____] [::::]

[____} Iiiiil

Nodes

D

v Router \

Server




Deep Web, Tor

Layered Encryption: Your client encrypts the

data three times (like an onion):

1. Layer 1 (Outer): Encrypted for the Entry
Node. LM

2. Layer 2 (Middle): Encrypted for the Middle
Node. R

3. Layer 3 (Inner): Encrypted for the Exit
Node.

The data packet travels through the circuit,

getting "peeled" at each step.




Deep Web, Tor, Bitcoin

The Server's View: The website (Google)
sees a request coming from the Exit
Node's IP address. It has no way of
knowing your IP address.

e Entry Node: Sees the Client (You)
and the Middle Node.
S\rightarrow$ It sees the Client!

e Middle Node: Sees the Entry Node
and the Exit Node. S\rightarrows It
sees neither Client nor Server.

e Exit Node: Sees the Middle Node
and the Server. S\rightarrows$ It
sees the Server!

The TOR Network
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VPN: Virtual Private Network

e The Secure Tunnel: Think of it as driving a
private armored car through a public
highway. The VPN creates an encrypted e P T onadilis Vb
connection over the public Internet,
isolating your data from other traffic

e _Encapsulation: Your original data packets
(Letter) are wrapped inside new VPN
packets (Envelope). The ISP only sees the
outer envelope, not the letter inside.

e |P Masking: You connect to a VPN Server,
and the Server connects to the website.
The website sees the Server's IP address,
not yours, effectively hiding your location.




Bitcoin

. Bitcoin (I quote Wikipedia) Unlike most traditional currencies, Bitcoin does
not use a central authority: it uses a database distributed among the nodes of
the network that keep track of transactions, but uses cryptography to manage
functional aspects, such as the generation of new money and the attribution
of ownership of bitcoins. / &%

. Based on cryptography and hashmg algorlthms (SHA 256) Bitcoin uses the
SHA-256 hash algorithm to generate verifiable "random” numbers in a way
that requires a predictable amount of computation time. Generating a
SHA-256 hash with a value lower than the current target solves a block.
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